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Abstract

Gas phase electric properties of molecules can be computed routinely using wave function methods or the density functional theory (DFT). However, these methods remain computationally expensive for high-throughput screening of the vast chemical space of virtual compounds. Therefore, empirical force fields are a more practical choice in many cases, particularly since force field methods allow routinely predicting of physicochemical properties in the condensed phases. This work presents Drude polarizable models, to increase the physical realism in empirical force fields, where the core particle is treated as a point charge and the
Drude particle is treated either as a $1s$-Gaussian or a $ns$-Slater ($n = 1, 2, 3$) charge density. Systematic parametrization to large high quality quantum chemistry data obtained from the open access Alexandria Library (https://doi.org/10.5281/zenodo.1004711) ensures the transferability of these parameters. The dipole moments and isotropic polarizabilities of the isolated molecules predicted by the proposed Drude models are in agreement with experiment with accuracy similar to DFT calculations at the B3LYP/aug-cc-pVTZ level of theory. The results show that the inclusion of explicit polarization into the models reduces the root mean square deviation with respect to DFT calculations of the predicted dipole moments of 152 dimers and clusters by more than 50%. Finally, we show that the accuracy of the electrostatic interaction energy of the water dimers can be improved systematically by the introduction of polarizable smeared charges as a model for charge penetration.
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**Abbreviations:** DFT: Density Functional Theory, PC: Point Charge, PPC: Polarizable Point Charge, PGC: Polarizable Gaussian Charge, PSC: Polarizable Slater Charge

**INTRODUCTION**

Prediction of physicochemical properties of arbitrary compounds is central in molecular engineering. Electrostatic interactions along with charge polarization and the possibility of charge penetration, overlapping of electron densities at close distances, are crucial to understand the electric properties of molecules.$^{1,2}$ The explicit inclusion of polarization into empirical force fields through polarizable point charges has improved the classical description of molecular electrostatics.$^{1,3-7}$ However, there is an inherent problem with the point charge model, which is the singularity at short distance. This is known to cause the so called polarization catastrophe at short distances,$^8$ particularly in condensed-phase simulations. A remedy for the polarization catastrophe was devised by Thole who proposed damping the electrostatic forces at close interatomic distances.$^{9,10}$ This is needed because the Coulomb potential varies rapidly as a function of distance for point
charges, especially at short distances, which makes it necessary to perform molecular dynamics (MD) simulations using very short time steps to conserve energy.\textsuperscript{11} The point charge model also fails to account for charge penetration\textsuperscript{12} and therefore, more elaborate functional forms may be needed to describe all electrostatic effects in MD simulations.

Hall \textit{et al.} modeled atomic partial charges by spherical Gaussian functions in molecular mechanics (MM) calculations already by 1986.\textsuperscript{13,14} They showed that by using one point charge combined with at least one diffuse Gaussian function on each atom a realistic molecular electrostatic potential (MEP) can be obtained, in agreement with quantum mechanical (QM) calculations.\textsuperscript{13} Later, Rappé and Goddard modeled partial atomic charges by normalized valence Slater $s$-orbitals to shield the interaction between charge densities in MD simulations.\textsuperscript{15} Despite these early attempts, treating partial atomic charges as smeared (screened) charges in empirical force fields has until recently not received much consideration because of both limited computational resources and due to most force fields being parameterized for point charges. However, there is no fundamental problem to solve the Coulomb integral for smeared charges in molecular mechanics, in particular for Gaussian distributions.\textsuperscript{16} Smeared charges have been used, for instance, to improve the quality of the fit to the electrostatic potential on a grid around a carbon monoxide and water dimers compared to the point multipole expansion.\textsuperscript{17}

The inclusion of charge penetration effects through smeared charge models is a natural step to higher accuracy in molecular mechanics force fields. It was shown, for instance, to increase the accuracy of multipole electrostatic energies used to calculate the interaction energy of homo- and hetero- dimers.\textsuperscript{12} In another example, a model with an explicit energy term for charge penetration was developed to reproduce the experimental interaction energies in CO\textsubscript{2} clusters.\textsuperscript{18} The contribution of charge penetration to the electrostatic energy of a system is likely larger in the condensed phases than the gas phase, since short distances are sampled more, particularly at room- or higher temperatures. Accounting for the charge penetration effect in MM force fields also yields more accurate interactions between QM orbitals and MM partial charges in electronically embedded QM/MM\textsuperscript{2} and MM calculations with screened charges produce more accurate electrostatics
than QM/MM calculations with point charges.\textsuperscript{19} Polarizable smeared charges have been developed based on the charge-on-spring approach to model carbon dioxide,\textsuperscript{20} alkali-halides,\textsuperscript{21} and water.\textsuperscript{22–24} An induced dipole polarization model has been developed for interacting Gaussian \textit{s}- and \textit{p}-orbitals\textsuperscript{25} and compared to the damped Thole model.\textsuperscript{9} It was found that the Gaussian model yields more accurate molecular isotropic polarizabilities than the Thole model.\textsuperscript{25} These studies altogether show advantages of screened charges over the point charge model, however, they have only been applied to either specific compounds or small sets of molecules. Therefore, parametrization of transferable spherical charge densities is addressed here.

The objective of this paper is to provide a systematic platform to derive transferable exponents of polarizable atom-centered \textit{s}-type Gaussian and Slater density functions as well as atomic polarizabilities for use in empirical force fields. These parameters are derived based on the Alexandria library of optimized molecular geometries and electronic properties.\textsuperscript{26,27} Uncertainties in the orbital exponents and atomic polarizabilities are determined using the Bayesian formalism and the bootstrapping regression model, respectively. This will allow to quantify uncertainties due to force field parameters in predictions from e.g. MD simulations.\textsuperscript{28} In a previous study, Slater charge densities were directly fitted to a reference molecular electron density.\textsuperscript{29} Therein, the Minimal Basis Iterative Stockholder (MBIS) was proposed to circumvent the problems of the partitioning of an electron density into pro-atom densities.\textsuperscript{29} In other work, electrostatic interaction energies were used for fitting parameters of Slater-type functions.\textsuperscript{12} In the present work, the Gaussian and Slater functions are parametrized to reproduce molecular dipole moments and electrostatic potentials. The dipole moment is the first moment of the electron density and the molecular electrostatic potential is linked to the electron density through the Poisson equation.\textsuperscript{30} MEP is also an informative quantity in itself that is related, for instance, to the reactive behavior of a molecule.\textsuperscript{13,30} Therefore, we have implemented an ESP fitting algorithm,\textsuperscript{31} despite it’s known shortcomings,\textsuperscript{32} in combination with a number of other tools in order to parameterize polarizable Gaussian- and Slater-type charge models.
THEORY

Slater Charge Density

The wave function of the outermost spherical Slater orbital is given by

\[ \psi_n(r) = \sqrt{\frac{(2\zeta)^{2n+1}}{4\pi(2n)!}} r^{n-1} e^{-\zeta r} \]  

(1)

where \( n \) is the highest principal quantum number of the element and \( \zeta \) is the orbital exponent determining the diffuseness of the charge density. The distribution of atomic partial charges in MM force fields can be described by the charge density, which is the square of the wave function (Eqn. 1). Using this, the Coulomb integral can be written as:

\[ J_{ij}(r) \sim \int \int |\psi_n(r_i)|^2 \frac{q_i q_j}{|r_i - r_j|} |\psi_m(r_j)|^2 \, dr_i \, dr_j \]  

(2)

where \( \psi_n \) and \( \psi_m \) are the Slater wave functions of atoms \( i \) and \( j \) with quantum numbers \( n \) and \( m \) and with partial charges \( q_i \) and \( q_j \), respectively. Eqn. 2 has a finite limit as \( r \to 0 \), hence, it is well behaved at small values of \( r \) and it monotonously decreases for all \( n \). Several methods have been developed to evaluate Eqn. 2. Hentschke gives the following analytical solution:

\[ J_{ij}(r) = \frac{1}{4\pi \epsilon_0} \frac{q_i q_j}{|r_i - r_j|} \left( \frac{4\zeta_i^{2n+1} \zeta_j^{2m+1}}{(2n)!(2m)!} \frac{\partial^{2n-2} \partial^{2m-2}}{\partial \zeta_i^{2n-2} \partial \zeta_j^{2m-2}} \right) \frac{1}{\zeta_i \zeta_j} \]  

\[ \left[ 1 - \frac{(3\zeta_i^2 - \zeta_j^2) \zeta_i^4}{(\zeta_i - \zeta_j)^3(\zeta_i + \zeta_j)^3} e^{-2\zeta_i r_{ij}} - \frac{(\zeta_i^2 - 3\zeta_j^2) \zeta_i^4}{(\zeta_i - \zeta_j)^3(\zeta_i + \zeta_j)^3} e^{-2\zeta_j r_{ij}} \right] \]  

(3)

Eqn. 3 was implemented in a Mathematica program from which C++ code was generated for the analytical computation of \( J_{ij} \) and its analytical derivatives with respect to \( r \), which are necessary for computing forces. Due to the nature of Eqn. 3, there are many terms with large powers,
particularly for \( n > 3 \). Thus, the equations have to be implemented using the arbitrary precision arithmetic library “Class Library for Numbers” (http://www.ginac.de/CLN/) to avoid numerical instabilities. However, an arbitrary high precision significantly increases the computational cost to analytically solve Eqn. 3, which will lead to a poor exploration of the parameter space when optimizing the Slater exponents. Therefore, we used a Slater 3s orbital rather than the valence Slater \( s \)-orbital for the elements of the 4\(^{th}\) and the 5\(^{th}\) rows of the periodic table. This approximation allows using a double precision implementation to solve Eqn. 3 without numerical instabilities.

**Gaussian Charge Density**

Gaussian-type orbitals have the form:

\[
\psi (r) = \left( \frac{2\xi}{\pi} \right)^{\frac{3}{4}} e^{-\xi r^2}
\]  

(4)

where \( \xi \) determines the diffuseness of the orbital. The probability (electron) density function is the square of Eqn. 4, which is used here to describe the distribution of atomic partial charges in order to reduce the computational complexity compared to the Slater wave function:

\[
\rho (r) = \left( \frac{2\xi}{\pi} \right)^{\frac{3}{2}} e^{-2\xi r^2}
\]  

(5)

Note that the unit of the \( \xi \) is \( \text{nm}^{-2} \) while the unit of \( \zeta \) in Eqn. 1 is \( \text{nm}^{-1} \). In order to make the units comparable, Eqn. 5 is rearranged as:  

\[
\rho (r) = \left( \frac{\beta^2}{\pi} \right)^{\frac{3}{2}} e^{-\beta^2 r^2}
\]  

(6)

where \( \beta = \sqrt{2\xi} \). The solution of the Coulomb integral of two interacting 1\( s \)-Gaussian charge densities can then be written as:

\[
J_{ij}(r) = \frac{1}{4\pi\varepsilon_0} \frac{q_i q_j}{|r_i - r_j|} \text{erf}(\beta_{ij} r_{ij})
\]  

(7)
where

\[ \beta_{ij} = \frac{\beta_i \beta_j}{\sqrt{\beta_i^2 + \beta_j^2}}. \]  

(8)

Note that for \( i = j \), \( \beta_{ii} = \beta_i / \sqrt{2} \) and that the Gaussian interaction function is well behaved as \( r \to 0 \).

### Polarizability

The classical Drude oscillator formalism is used to explicitly take polarizability into account in the Alexandria force field that is under development. Drude oscillators have extensively been explained elsewhere\(^3,4,37–44\) and have been compared to other approaches for the inclusion of electronic polarizability into force fields.\(^45–47\) In this formalism, an atom is represented as a two-particle system—a core particle that is connected to a Drude particle by a harmonic spring. A massless Drude particle is often referred to as a shell\(^3,4,10,37,48\) and is not necessarily located at the core, it can also be used, for instance, to model bonding orbitals.\(^3\) The charge of the atom (\( q_a \)) is the sum of the positive charge on the core (\( q^c \)) and the charge on the shell (\( q^s \)) which is chosen to be negative to represent the electron cloud. The atomic self-polarization energy \( (U_{self}^a) \) is expressed as the harmonic energy between the core and the shell:

\[ U_{self}^a = \frac{1}{2} k d^2 \]  

(9)

where \( d \) is the core-shell distance under the influence of the electric field induced by other atoms and \( k \) is the force constant of the spring defined as

\[ k = \frac{q^s a^2}{\alpha^a} \]  

(10)

where \( \alpha^a \) is the atomic polarizability. \( k \) is sometimes set to the same constant for all core-shell pairs \( r \) and \( q^s \) is then tuned to achieve an appropriate \( \alpha^a \).\(^49\) In this scenario, the atomic polarizability is defined by the partial charge of the shell particle, which is not a physical observable. Therefore, we prefer to derive \( \alpha^a \) from experimental molecular polarizability because it is a physical observ-
able. Based on Lorentz’s additive law of optical refractivity, the molecular mean polarizability ($\bar{\alpha}^m$) can be approximated by the sum of the atomic polarizabilities:

$$\bar{\alpha}^m = \sum_i^N \alpha^a_i$$

(11)

The additive law has been tested by measuring the refractive index of proteins that is indeed equal to the sum of amino-acid polarizabilities. The electronic polarizabilities of the nucleic acid bases also follow the atomic polarizability additive law. Bosque and Sales derived an empirical formula relating molecular polarizability at 589 nm frequency to the atomic polarizability as following:

$$\bar{\alpha}^m = 0.32 + \sum_i^N \alpha^a_i$$

(12)

where $\alpha^a_i$ was derived for the elements by applying the law of additivity to decompose molecular polarizability into atomic polarizabilities. It should be noted that it was pointed out already 100 years ago that the simple additivity law may not work in all cases. It may, for instance, break down on conjugated molecules with multiple double bonds, which have also been shown to be challenging for high level quantum mechanical methods.

Having polarizable atoms, the molecular polarizability tensor ($\alpha^m$) can be calculated. This yields the proportionality between the strength of an applied electric field and the change in the electric dipole moment vector induced by the electric field:

$$\Delta \mu = \alpha^m E$$

(13)

The isotropic molecular polarizability can then be calculated as the average of the trace of the $\alpha^m$ tensor as follows:

$$\bar{\alpha}^m = \frac{1}{3} \left( \alpha^m_{xx} + \alpha^m_{yy} + \alpha^m_{zz} \right).$$

(14)
Due to interactions between polarizable atoms, that molecular polarizability obtained from Eqn. 14 is not the same as the additive sum of the atomic polarizabilities (Eqn. 11)

**DATABASE**

The Alexandria library has recently been introduced\textsuperscript{27} to facilitate systematic development of force field models. It is a database of quantum-chemical calculations of molecular thermochemistry\textsuperscript{57} as well as molecular optimized geometry, electrostatic potential map, electric moments and the polarizability tensor at the B3LYP/aug-cc-pVTZ level of theory.\textsuperscript{58–64} The library, that can be downloaded from Zenodo,\textsuperscript{26,27} contains metals, inorganic, and organic compounds. Here, we limit ourselves to molecules containing atoms of biological interests (H, C, N, O, P, S) and halogens (F, Cl, Br, I) that are present in many drug-like molecules.

For testing the charge models derived here, several benchmark sets were used. Molecular homo- and hetero-dimers available from the Binding Energy Database (http://begdb.com) were downloaded in order to examine the methodology more rigorously by predicting dipoles of the dimers and comparing them to DFT calculations. The sets of dimers used are summarized in Table 1. S66 dataset contains dimers of biomolecule-related compounds,\textsuperscript{65,66} X40 includes dimers of halogen compounds,\textsuperscript{67} SHBC contains dimers having halogen bonds.\textsuperscript{68} The water dataset consists of water clusters, from 2 to 10 molecules.\textsuperscript{69}

<table>
<thead>
<tr>
<th>Set</th>
<th>Description</th>
<th>Number</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHBC</td>
<td>Halogen bonding</td>
<td>6</td>
<td>\textsuperscript{68}</td>
</tr>
<tr>
<td>S66</td>
<td>Biomolecule-related</td>
<td>66</td>
<td>\textsuperscript{65,66}</td>
</tr>
<tr>
<td>X40</td>
<td>Organic halogen</td>
<td>40</td>
<td>\textsuperscript{67}</td>
</tr>
<tr>
<td>Water</td>
<td>Water clusters</td>
<td>40</td>
<td>\textsuperscript{69}</td>
</tr>
</tbody>
</table>
METHODS

Generation of Atom Types

In order to derive transferable parameters that can be used in molecular simulations, atom types must be determined in all compounds. For this purpose we used the Open Babel software\textsuperscript{70} that uses SMiles ARbitrary Target Specification (SMARTS) patterns\textsuperscript{71} to generate atom types for the Generalized Amber Force Field.\textsuperscript{72} The atom types generated by Open Babel were compared to results from the Antechamber software, version 16\textsuperscript{73} and using this comparison the SMARTS definitions were “debugged”. Although Antechamber in general should be considered authoritative, there are some difficult cases where the software is inconsistent with the paper.\textsuperscript{72} For these cases the SMARTS patterns in Open Babel (available in version 2.4.1 or later) were modified to reproduce the published definitions.

ESP-fitting with Drude Models

The Electrostatic Potential (ESP) fitting algorithm was implemented to work with Drude models. The algorithm fits the atomic partial charges to reproduce the quantum mechanical electrostatic potential at a series of points around the molecule.\textsuperscript{31,74} This boils down to, in principle, a constrained least-squares fitting procedure that can be written in matrix notation:\textsuperscript{75}

\[
\begin{bmatrix}
J \\
V
\end{bmatrix}
\begin{bmatrix}
q \\
v
\end{bmatrix} = 
\begin{bmatrix}
u \\
v
\end{bmatrix}
\]

(15)

Because we have $m$ grid points and $n$ polarizable atoms, $J$ is the $m \times n$ Coulomb matrix whose elements, $J_{ij}$, are computed from the distance between atoms $j$ in the molecule and the grid points $i$ around the molecule ($r_{ij}$) using the kernel of Coulomb’s law derived in Eqn. 3 or Eqn. 7, or, for point charges $J_{ij} = \frac{1}{4\pi \epsilon_0 r_{ij}}$. The vector $u$ stores the quantum mechanical electrostatic potentials at each grid point. $V$ is an $k \times n$ matrix appended to $J$ containing $k$ linear equations to fulfill $k$
constraints encoded in vector \( v \) that is appended to \( u \) on the right-hand side of the equation. The constraints are imposed to ensure that the charges on symmetrically equivalent atoms (e.g. methyl groups) are equal and that the sum of partial charges equals the total charge of the molecule \( (Q^T) \).

For instance, in the example below, the charges on atoms 1 and 3 are constrained to be equal to the charge on atoms 2, and \( n \), respectively.

\[
\begin{pmatrix}
J_{c11} & J_{c12} & J_{c13} & \cdots & J_{c1n} \\
J_{c21} & J_{c22} & J_{c23} & \cdots & J_{c2n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
J_{cm1} & J_{cm2} & J_{cm3} & \cdots & J_{cmn} \\
V_{p11} & V_{p12} & V_{p13} & \cdots & V_{pin} \\
V_{p21} & -V_{p22} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & V_{pk3} & \cdots & -V_{pkn}
\end{pmatrix}
\begin{pmatrix}
q_{c1} \\
q_{c2} \\
q_{c3} \\
\vdots \\
q_{cn}
\end{pmatrix}
= \begin{pmatrix}
\phi_1 - J_{i1} \\
\phi_2 - J_{i2} \\
\phi_3 - J_{i3} \\
\vdots \\
\phi_m - J_{im}
\end{pmatrix}
- \sum_j^n q_{sj}^s
\]

(16)

In Eqn. 16, \( \phi_i \) is the quantum mechanical electrostatic potential on the grid point \( i \), \( J_{ij}^c q_j^c \) is the electrostatic potential on the grid point \( i \) produced by the charge \( q_j^c \) on the core of atom \( j \), and \( J_s^i \) is the electrostatic potential on grid point \( i \) produced by all the shell particles. \( V_{ij}^p \) is a weighting factor penalizing the fit to ensure that the constraints encoded in vector \( v \) are satisfied. To simplify the fitting procedure we only varied \( q_j^c \), which means that the contributions of the shells are constant terms in the linear equations of matrix \( J \); hence, they were moved to the vector \( u \) on the right-hand side of Eqn. 15. The value of \( q^s \) was set to -1 for hydrogen atoms and to -2 for the other supported elements. Eqn. 16 can be abbreviated as:

\[
Aq = b
\]

(17)
and it can be solved by the singular value decomposition (SVD) algorithm. We then compute the goodness of fit from:

$$\chi^2 = (Aq - b)^2$$

(18)

Because the shell particles contribute to the right-hand side of Eqn. 17, the charge generating algorithm must be combined with the optimization of the polarizable shell positions. This can be solved iteratively (Fig. 1).

Figure 1: Flowchart of the self-consistent algorithm for fitting electrostatic potentials with a Drude model. Shell minimization indicates performing an energy minimization of the shell particle positions in the field of the fixed core particles in order to ensure that the force on every shell particle is zero at every iteration. Minimization of the position of the shell particles is carried out by software from the GROMACS package.76

**Fitting Atomic Polarizabilities**

The SVD algorithm was applied to derive atomic polarizabilities from experimental molecular polarizabilities based on Eqn. 11. A more detailed description of the fitting procedure follows from the matrix equation:
where $a_{i,ha}$ is the occurrence of polarizability type $ha$ in molecule $i$, $\alpha_{hp}^a$ is the polarizability value of $hp$ and $\bar{\alpha}_i^m$ is the isotropic polarizability of molecule $i$. Here, the $\alpha_x^a$ are derived for the GAFF atom types. Similar GAFF atom types were lumped together to reduce the number of parameters. In doing so, 64 GAFF atom types for H, C, N, O, P, S and halogens (F, Cl, Br, I) were combined to 17 groups, each of which represents a “polarizability type” in the Alexandria force field (Table 2).

Table 2: Alexandria polarizability types.

<table>
<thead>
<tr>
<th>Polarizability type</th>
<th>GAFF atom types $^72$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ha</td>
<td>h1, h2, h3, h4, h5, ha, hc</td>
</tr>
<tr>
<td>hp</td>
<td>hn, ho, hp, hs</td>
</tr>
<tr>
<td>c1</td>
<td>c1</td>
</tr>
<tr>
<td>c2</td>
<td>c, c2, cc, cd, cg, cp, cq, ce, cf, cu, cv, cz</td>
</tr>
<tr>
<td>ca</td>
<td>ca</td>
</tr>
<tr>
<td>c3</td>
<td>c3, cx, cy</td>
</tr>
<tr>
<td>n</td>
<td>n, n1, n2, n3, n4, nc, nd, ne, nh</td>
</tr>
<tr>
<td>na</td>
<td>na, nb</td>
</tr>
<tr>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>o</td>
<td>o, oh, os</td>
</tr>
<tr>
<td>f</td>
<td>f</td>
</tr>
<tr>
<td>p2</td>
<td>p2, p3, pb, pc, pe, px, py</td>
</tr>
<tr>
<td>p4</td>
<td>p4, p5</td>
</tr>
<tr>
<td>s</td>
<td>s, s4, s6, sh, ss, sx, sy</td>
</tr>
<tr>
<td>cl</td>
<td>cl</td>
</tr>
<tr>
<td>br</td>
<td>br</td>
</tr>
<tr>
<td>i</td>
<td>i</td>
</tr>
</tbody>
</table>

A bootstrapping regression model $^77$ was used to calculate the uncertainty in $\alpha^a$ by generating 1000 bootstrapped samples. For each bootstrapped sample, $k$ molecules were selected randomly with replacement from the original sample to solve Eqn. 19. A histogram of bootstrap means was
then created for each \(\alpha^a\). This histogram provided an estimate of the optimum value of \(\alpha^a\) and how much it varies across samples.

**Parametrizing s-type Charge Densities**

The statistical machine learning approach we used to parametrize the Gaussian and Slater density functions is inspired by the Bayesian formalism which allows to propagate the uncertainty in the model coming from the static model parameters. A probability distribution was defined in the parameter space given the choice of model (M) and data (D) as follows:\textsuperscript{78,79}

\[
p(\Theta|M, D) \propto \exp \left[ -\frac{E(\Theta)}{T} \right]
\]

where \(\Theta\) denotes the vector of parameters, \(T\) is the effective “temperature” that is in principle the weighting of different parameter sets, and \(E(\Theta)\) is the loss function:

\[
E(\Theta) = \Omega X^2 + \Lambda
\]

where \(X^2\) is the vector of residuals in the least squares form weighted by vector \(\Omega\). Here, the components of \(X^2\) were the residual of the components of the molecular dipole moments (\(\chi^2_\mu\)) and of the electrostatic potentials (\(\chi^2_\phi\)):

\[
\chi^2_\mu = \frac{1}{3N} \sum_i \sum_j \left( \mu_{ij}^{MM} - \mu_{ij}^{QM} \right)^2
\]

\[
\chi^2_\phi = \frac{1}{NK} \sum_i \sum_j \left( \phi_{ij}^{MM} - \phi_{ij}^{QM} \right)^2
\]

where \(N\) is the number of molecules and \(K\) is the number of electrostatic potential grids (note that \(N \ll K\)). Different \(\Omega\) vectors were used at different stages of the optimization to improve the performance of the fitting. For the final step of the optimization, \(\Omega_\mu\) was set to 100 and \(\Omega_\phi\) was set to 1. \(\Lambda\) in Eqn. 21 is a \(l_2\)-norm regularizer that discourages overfitting. It restrains the optimization
to search in a region of the parameter space confined by hyperparameters $L$ and $U$ as the lower and upper bounds, respectively. It is given by:

$$\Lambda = \frac{1}{2} \left[ \sum_i (\theta_i - L)^2 H_L(-\theta_i) + \sum_i (\theta_i - U)^2 H_U(\theta_i) \right]$$  \hspace{1cm} (24)$$

where $H$ denotes the Heaviside function. The hyperparameters $L$ and $U$ are chosen by scrutiny of our initial guess of the values of parameter $\zeta$ that were optimized previously,\textsuperscript{19} except Iodine. Initial values for Iodine were guessed based on the value for Bromine.\textsuperscript{19} Similarly, different sets of initial values were randomly chosen for $\beta$. After the trust region was found for each parameter, a box-constrained optimization was performed to fine-tune each parameter in its trust region.

A Metropolis-Hastings (MH) algorithm combined with Simulated Annealing (SA) was developed in-house to explore the posterior distribution of parameters by minimizing the loss function under the conditions explained above. The optimization protocol was applied to 10 replicas randomly generated as the training sets. Each replica contained about 500 compounds of the Alexandria library. The optimum value and the uncertainty for each parameter is then respectively obtained by calculating the average and standard deviation over the replicas.

**Computational Details**

Dipole moments of the dimers at the B3LYP/aug-cc-pVTZ level of theory were calculated by the Gaussian package\textsuperscript{80} (version 16) and have been described earlier.\textsuperscript{26,27} The Psi4 open source package\textsuperscript{81} was used to calculate the electrostatic interaction energy of the water dimer at different separation distances based on the Symmetry-Adapted Perturbation Theory (SAPT).\textsuperscript{82} These calculations were done at the SAPT2+/aug-cc-pVTZ level.\textsuperscript{83} The dipole moments and the electrostatic interaction energy of the dimers using the Alexandria charge models were computed with the GROMACS package\textsuperscript{76} (version 2018). Table look-up was used to interpolate electrostatic interactions in GROMACS with a table spacing of 0.002 nm.\textsuperscript{76} The interaction of atom $i$ with atoms $i + 1$ and $i + 2$, that are covalently bonded were excluded. The 1-4 intramolecular interactions
were included but not scaled.

RESULTS

Previous studies typically examined the accuracy of force fields in reproducing just the magnitude of the dipole vector and the isotropic polarizability of molecules,\textsuperscript{6,84,85} in part due to lack of experimental data. Although there have been studies using the dipole moment and the polarizability along the molecular axes for specific compounds like water,\textsuperscript{4} there does not seem to exist any large dataset of components of the dipole vector or the polarizability tensor. No large-scale data set of the molecular quadrupole tensors appears to exist either. Therefore, we have assessed the transferability of the atomic polarizabilities and the orbital exponents by benchmarking not only the total dipole moment and the isotropic polarizability but also the components of the dipole vector and the diagonal elements of the polarizability and quadrupole tensors to the density functional theory calculations from the Alexandria library.\textsuperscript{26,27} Then, the performance of the charge models was evaluated by computing the dipole vector of homo- and hetero-dimers as well as water clusters and comparing the results to DFT calculations. Finally, the charge models were validated by computing the electrostatic interaction energy of a water dimer at different distances along the hydrogen bond-breaking coordinate and comparing the energies to quantum chemistry results.

Optimized Parameters

Here, we present the optimum value and the uncertainty in the polarizability and the exponent of the Gaussian and Slater charge densities obtained for the Alexandria polarizability types (Table 2). The water oxygen ($ow$) and hydrogen ($hw$), shown in Tables 3 and 4, are defined separately in this work for both atom- and polarizability type.

Table 3 lists the optimal value of atomic polarizabilities and compares them to other studies. The initial polarizability value of $hw$ and $ow$ was taken from a previous study.\textsuperscript{25} Some experimenting led to the finding that a 1\% increase in the $ow$ polarizability yielded different charges in the
ESP fitting that, in combination, yielded very accurate electrostatic energies and also reproduced the experimental isotropic polarizability of 1.44 (Å³) for water.\textsuperscript{86} Although manual tinkering with the parameters is not reproducible \textit{per se}, there are uncertainties in the ESP as well, because it depends on the level of theory chosen and, in addition, there is no statistics for the \textit{ow} and \textit{hw} atom types since they occur in water only. Other polarizability values were obtained from the decomposition procedure explained above. The Alexandria polarizability values are in good agreement with the atomic hybrid polarizabilities (Ahp) which are the refined values of the atomic hybrid components (Ahc).\textsuperscript{87} The Ahp values depend on both the identity and the hybridization state of a particular atom, which is similar to the concept of force field atom types. On the other hand, the Alexandria polarizabilities differ slightly from those determined by Bosque and Sales for the elements.\textsuperscript{54} The results suggest that the polarizability of the elements depends on the hybridization state and the chemical environment. For instance, the hypervalent phosphorous (\textit{p4}) is less polarizable than its \textit{sp}² and \textit{sp}³ hybridizations shown as \textit{p2} in Table 3. Bootstrapped distributions are plotted in Fig. 2 showing the uncertainty in the optimal value of atomic polarizabilities. The obtained distributions are relatively unimodal for all polarizability types listed in Table 3, except for \textit{p2}, which is slightly left-skewed. The small standard deviations of the distributions imply a low uncertainty in the atomic polarizabilities, due to the number and the type of molecules for which experimental polarizability was accessible.

Table 3: Atomic polarizability (Å³) obtained from the decomposition of the experimental isotropic molecular polarizability. \(N\) is the number of experimental datapoints used. The columns Ahc and Ahp contain atomic hybrid components\textsuperscript{88} and atomic hybrid polarizabilites,\textsuperscript{51,87} respectively. The column BS contains the polarizabilities of Bosque and Sales.\textsuperscript{54} The uncertainty, \(\sigma\), in the Alexandria polarizability values are computed by Bootstrapping with 1000 interations.

<p>| Polarizability Type | (N) | Polarizability |  |<br />
|--------------------|------|----------------|---|---|---|---|
|                    |      | Alexandria ((\sigma)) | Ahc | Ahp | BS |
| ha                 | 1110 | 0.384 (0.012) | 0.392 | 0.387 | 0.170 |
| hp                 | 252  | 0.432 (0.014) | 0.392 | 0.387 | 0.170 |
| hw                 | 1    | 0.376 (-)     | -   | -   | 0.170 |
| c1                 | 69   | 1.459 (0.015) | 1.294 | 1.283 | 1.510 |
| ca                 | 205  | 1.411 (0.014) | -   | -   | 1.510 |
| c2                 | 464  | 1.417 (0.018) | 1.369 | 1.352 | 1.510 |
| c3                 | 1036 | 1.074 (0.027) | 1.116 | 1.061 | 1.510 |</p>
<table>
<thead>
<tr>
<th>Polarizability Type</th>
<th>$N$</th>
<th>Polarizability</th>
<th></th>
<th>( \alpha (\text{Å}^3) )</th>
<th>Ahc</th>
<th>Ahp</th>
<th>BS</th>
</tr>
</thead>
<tbody>
<tr>
<td>na</td>
<td>28</td>
<td>0.863 (0.078)</td>
<td>-</td>
<td>-</td>
<td>1.050</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>147</td>
<td>0.928 (0.023)</td>
<td>1.077</td>
<td>0.964</td>
<td>1.050</td>
<td></td>
<td></td>
</tr>
<tr>
<td>no</td>
<td>14</td>
<td>1.657 (0.063)</td>
<td>-</td>
<td>-</td>
<td>1.050</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ow</td>
<td>1</td>
<td>0.689 (-)</td>
<td>-</td>
<td>-</td>
<td>0.570</td>
<td></td>
<td></td>
</tr>
<tr>
<td>o</td>
<td>420</td>
<td>0.565 (0.010)</td>
<td>0.780</td>
<td>0.637</td>
<td>0.570</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>68</td>
<td>0.415 (0.016)</td>
<td>0.527</td>
<td>0.296</td>
<td>0.220</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p4</td>
<td>7</td>
<td>2.214 (0.060)</td>
<td>-</td>
<td>-</td>
<td>2.480</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p2</td>
<td>8</td>
<td>3.044 (0.314)</td>
<td>-</td>
<td>-</td>
<td>2.480</td>
<td></td>
<td></td>
</tr>
<tr>
<td>s</td>
<td>71</td>
<td>2.932 (0.041)</td>
<td>3.056</td>
<td>3.000</td>
<td>2.990</td>
<td></td>
<td></td>
</tr>
<tr>
<td>cl</td>
<td>105</td>
<td>2.307 (0.013)</td>
<td>2.357</td>
<td>2.315</td>
<td>2.160</td>
<td></td>
<td></td>
</tr>
<tr>
<td>br</td>
<td>42</td>
<td>3.441 (0.023)</td>
<td>3.541</td>
<td>3.013</td>
<td>3.290</td>
<td></td>
<td></td>
</tr>
<tr>
<td>i</td>
<td>17</td>
<td>5.459 (0.090)</td>
<td>5.573</td>
<td>5.415</td>
<td>5.450</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: Distribution of atomic polarizabilities. Each distribution was obtained from bootstrapping with 1000 iterations. At each iteration, a sample of experimental molecular polarizabilities was built randomly with replacement to perform singular value decomposition.

The optimized exponents of Gaussian and Slater density functions are given in Table 4. In these models, the charge on the core is treated as a point charge and the charge on the shell is treated as a smeared charge in accord with chemical intuition. The exponent of the valence Slater $s$-orbital is optimized for all the atom types, except for bromine and iodine. For these atoms, a Slater $3s$ orbital is optimized rather than the valence orbital (See THEORY).
Table 4: The optimized exponent for the polarizable Gaussian and Slater s-type orbitals represented by $\beta$ and $\zeta$ in nm$^{-1}$, respectively. Slater 3s orbital has been optimized rather than the valence Slater s-orbital for Bromine and Iodine (See THEORY).

<table>
<thead>
<tr>
<th>Polarizability Type</th>
<th>$\beta$ (σ)</th>
<th>$\zeta$ (σ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ha</td>
<td>12.05 (0.04)</td>
<td>21.39 (0.08)</td>
</tr>
<tr>
<td>hp</td>
<td>11.81 (0.08)</td>
<td>22.03 (0.33)</td>
</tr>
<tr>
<td>hw</td>
<td>11.08 (0.01)</td>
<td>16.81 (0.01)</td>
</tr>
<tr>
<td>c1</td>
<td>9.43 (0.22)</td>
<td>23.34 (0.41)</td>
</tr>
<tr>
<td>c2</td>
<td>9.74 (0.05)</td>
<td>23.68 (0.17)</td>
</tr>
<tr>
<td>ca</td>
<td>9.58 (0.03)</td>
<td>23.36 (0.06)</td>
</tr>
<tr>
<td>c3</td>
<td>12.12 (0.01)</td>
<td>32.88 (0.01)</td>
</tr>
<tr>
<td>n</td>
<td>10.18 (0.11)</td>
<td>24.88 (0.28)</td>
</tr>
<tr>
<td>na</td>
<td>11.25 (0.89)</td>
<td>24.39 (0.41)</td>
</tr>
<tr>
<td>no</td>
<td>9.28 (0.13)</td>
<td>22.82 (0.54)</td>
</tr>
<tr>
<td>o</td>
<td>11.30 (0.11)</td>
<td>28.86 (0.50)</td>
</tr>
<tr>
<td>ow</td>
<td>19.31 (0.16)</td>
<td>42.28 (0.01)</td>
</tr>
<tr>
<td>f</td>
<td>11.75 (0.07)</td>
<td>29.28 (0.33)</td>
</tr>
<tr>
<td>p2</td>
<td>7.60 (0.08)</td>
<td>20.64 (0.02)</td>
</tr>
<tr>
<td>p4</td>
<td>7.45 (0.41)</td>
<td>20.64 (0.21)</td>
</tr>
<tr>
<td>s</td>
<td>7.80 (0.09)</td>
<td>23.77 (0.28)</td>
</tr>
<tr>
<td>cl</td>
<td>9.70 (0.17)</td>
<td>27.44 (0.19)</td>
</tr>
<tr>
<td>br</td>
<td>8.96 (1.85)</td>
<td>22.11 (0.76)</td>
</tr>
<tr>
<td>i</td>
<td>7.68 (0.78)</td>
<td>22.88 (0.39)</td>
</tr>
</tbody>
</table>

Atomic Charges

Fig. 3 displays histograms of the atomic partial charges generated using electrostatic potential fitting for 2070 molecules from the Alexandria library. The generated charges are chemically intuitive for most of the atom types. For instances, the charges assigned to oxygen are negative in most molecules, except for special cases such as (the positive) nitronium ion, nitrosyl bromide, N-oxonitramide, where oxygen has a small positive charge. However, the algorithm often generates a negative charge for hydrogens that are connected to aliphatic carbons, denoted by $ha$ atom type in Fig. 3 and the distribution for carbon atoms are unreasonably wide as well. This is indeed a known problem of the ESP-fitting algorithm in general which leads to buried atoms, away from the ESP grid points, becoming a sync for the fitting algorithm, since they contribute little to the ESP.\textsuperscript{32}
Molecular Polarizability

The obtained atomic polarizabilities were evaluated by computing molecular isotropic polarizabilities using Eqn. 11 (Fig. 4A). Table 5 shows that the additive approach used in Alexandria results in slightly lower RMSD than B3LYP/aug-cc-pVTZ. This can be explained, in part, by the fact that B3LYP/aug-cc-pVTZ overestimates the dipole polarizability of conjugated molecules such as tetracene, phenazine, and chrysene due to the presence of delocalized π-electron clouds. The diagnosis of the polarizability of delocalized electron densities is beyond the scope of this paper and has been discussed in detail elsewhere.53,55,89–91 The additive approach is ignorant of the electron delocalization due to being a simple linear fit, and thus, results in a lower RMSD (0.30 Å$^3$) than for B3LYP/aug-cc-PVTZ (0.37 Å$^3$). However, it cannot be determined how well the additive approach works for compounds outside the training set. The results also indicate that Alexandria has lower RMSD for the molecular isotropic polarizabilities than for Bosque et al.54 (RMSD = 0.58 Å$^3$) (Table 5). This can be explained by the fact the Alexandria has more polarizability types than
The polarizability tensor was computed for all compounds using Eqn. 13 by applying electric fields with a strength of 10 V nm\(^{-1}\) in the \(x\), \(y\) and \(z\) directions and optimizing the shell positions. The non-additive isotropic polarizability was then calculated using Eqn. 14 and compared to experimental data (Fig. 4B). The RMSD values obtained for the Alexandria charge models are very close to the RMSD value for B3LYP/aug-cc-pVTZ (Table 6). The MSE values show that the systematic errors correspond to less than 2% of the average \(\alpha\). The diagonal elements of the polarizability tensor were compared to the B3LYP calculations (Table 7). Aromatic, conjugated, and annelated compounds were excluded from the statistics for reasons outlined above. The statistics show a good agreement between the Alexandria polarizable charge models and the B3LYP/aug-cc-pVTZ level of theory, even though the RMSD is slightly larger than for the isotropic (the average of the diagonal components) polarizability.

Table 5: Isotropic polarizability \(\alpha\) (Å\(^3\)) calculated using Eqn. 11 and quantum-mechanically (B3LYP/aug-cc-pVTZ). \(N\) is the number of molecules. Reference is experimental data.\(^{92,93}\)

<table>
<thead>
<tr>
<th>Method</th>
<th>(N)</th>
<th>slope</th>
<th>(R(%))</th>
<th>RMSD</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFT</td>
<td>1168</td>
<td>1.025</td>
<td>99.70</td>
<td>0.37</td>
<td>0.04</td>
</tr>
<tr>
<td>Alexandria</td>
<td>1168</td>
<td>0.993</td>
<td>99.77</td>
<td>0.30</td>
<td>0.00</td>
</tr>
<tr>
<td>Bosque</td>
<td>1168</td>
<td>0.982</td>
<td>99.55</td>
<td>0.58</td>
<td>-0.40</td>
</tr>
</tbody>
</table>

Table 6: Isotropic polarizability \(\alpha\) (Å\(^3\)) calculated using Eqn. 14 and quantum-mechanically (B3LYP/aug-cc-pVTZ). \(N\) is the number of compounds. Reference is experimental data.\(^{92,93}\)

<table>
<thead>
<tr>
<th>Method</th>
<th>(N)</th>
<th>Slope</th>
<th>(R(%))</th>
<th>RMSD</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFT</td>
<td>1150</td>
<td>1.01</td>
<td>99.70</td>
<td>0.36</td>
<td>0.05</td>
</tr>
<tr>
<td>PPC</td>
<td>1150</td>
<td>1.03</td>
<td>99.80</td>
<td>0.46</td>
<td>0.28</td>
</tr>
<tr>
<td>PGC</td>
<td>1150</td>
<td>1.02</td>
<td>99.80</td>
<td>0.46</td>
<td>0.28</td>
</tr>
<tr>
<td>PSC</td>
<td>1150</td>
<td>1.02</td>
<td>99.80</td>
<td>0.45</td>
<td>0.27</td>
</tr>
</tbody>
</table>
Figure 4: Residual plot for the molecular isotropic polarizability (Å³) calculated A) using DFT (B3LYP/aug-cc-pVTZ) and by Eqn. 11 and B) calculated by Eqn. 14 based on Alexandria charge models.

Table 7: Diagonal components of the polarizability tensor $\alpha$ (Å³). N is the number of compounds. Reference is the B3LYP/aug-cc-pVTZ level of theory.

<table>
<thead>
<tr>
<th>Method</th>
<th>N</th>
<th>Slope</th>
<th>$R^2$ (%)</th>
<th>RMSD</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPC</td>
<td>1349</td>
<td>1.01</td>
<td>96.57</td>
<td>1.35</td>
<td>0.12</td>
</tr>
<tr>
<td>PGC</td>
<td>1349</td>
<td>1.01</td>
<td>96.60</td>
<td>1.36</td>
<td>0.14</td>
</tr>
<tr>
<td>PSC</td>
<td>1349</td>
<td>1.01</td>
<td>96.57</td>
<td>1.37</td>
<td>0.12</td>
</tr>
</tbody>
</table>
Dipole and Quadrupole Moments of Isolated Molecules

Table 8 compares the predicted total dipole moment to experimental data for rigid molecules only, as the impact of the vibrational averaging over the accessible conformations of flexible molecules is expected to be significant. “Rigid molecules” were those determined to have no rotatable bonds. The RMSD and MSE values indicate that the predicted accuracy for total dipole moments by Alexandria polarizable charges is the same as that for B3LYP/aug-cc-pVTZ level of theory. The scattering of residuals obtained from this comparison is homogenous, indicating that the error in predicting the total dipole moment is not systematic (Fig. 5). Due to the lack of experimental data, the accuracy of the Alexandria charge models in computing the components of the dipole vector and the diagonal elements of the quadruple tensor was evaluated by comparing to the B3LYP calculations (Table 9). Here, the comparison is carried out for all molecules, both rigid and flexible. The results display that the dipole components along the $x$, $y$ and $z$ directions predicted by Alexandria charge models are in excellent agreement with the B3LYP calculations. The quadrupole tensor components (Table 10), on the other hand, are underestimated in comparison to DFT, while the RMSD values are consistent with previous studies.  

Table 8: Total dipole moment $\mu$ (Debye). $N$ is the number of compounds. Reference is experimental data.  

<table>
<thead>
<tr>
<th>Method</th>
<th>$N$</th>
<th>Slope</th>
<th>$R$ (%)</th>
<th>RMSD</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFT</td>
<td>478</td>
<td>1.05</td>
<td>98.10</td>
<td>0.30</td>
<td>0.08</td>
</tr>
<tr>
<td>PPC</td>
<td>478</td>
<td>1.05</td>
<td>98.10</td>
<td>0.31</td>
<td>0.10</td>
</tr>
<tr>
<td>PGC</td>
<td>478</td>
<td>1.04</td>
<td>97.70</td>
<td>0.32</td>
<td>0.09</td>
</tr>
<tr>
<td>PSC</td>
<td>478</td>
<td>1.04</td>
<td>98.00</td>
<td>0.31</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Table 9: Components of the dipole vector $\mu$ (Debye). $N$ is the number of compounds. Reference is the B3LYP/aug-cc-pVTZ level of theory.  

<table>
<thead>
<tr>
<th>Method</th>
<th>$N$</th>
<th>Slope</th>
<th>$R$ (%)</th>
<th>RMSD</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPC</td>
<td>1349</td>
<td>0.98</td>
<td>99.70</td>
<td>0.16</td>
<td>0.00</td>
</tr>
<tr>
<td>PGC</td>
<td>1349</td>
<td>0.98</td>
<td>99.70</td>
<td>0.15</td>
<td>0.00</td>
</tr>
<tr>
<td>PSC</td>
<td>1349</td>
<td>0.98</td>
<td>99.67</td>
<td>0.17</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Table 10: Diagonal components of the quadrupole tensor $\theta$ (Buckingham). $N$ is the number of compounds. Reference is the B3LYP/aug-cc-pVTZ level of theory.

<table>
<thead>
<tr>
<th>Method</th>
<th>N</th>
<th>Slope</th>
<th>$R(%)$</th>
<th>RMSD</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPC</td>
<td>1349</td>
<td>1.55</td>
<td>96.73</td>
<td>2.23</td>
<td>-0.05</td>
</tr>
<tr>
<td>PGC</td>
<td>1349</td>
<td>1.55</td>
<td>96.53</td>
<td>2.25</td>
<td>-0.06</td>
</tr>
<tr>
<td>PSC</td>
<td>1349</td>
<td>1.55</td>
<td>95.77</td>
<td>2.32</td>
<td>-0.06</td>
</tr>
</tbody>
</table>

Figure 5: Residual plot of total molecular dipole moment (Debye) from DFT (B3LYP/aug-cc-pVTZ) and Alexandria charge models.
Dipole Moment of Dimers and Clusters

The Alexandria polarizable charge models were validated by computing the components of the dipole vector for different sets of homo- and hetero-dimers of common organic molecules and water clusters up to 10 monomers (Table 1). We also carried out the same calculations with fixed point charges without polarization (derived from an ESP fit and denoted here by PC) because this is widely used in empirical force fields such as GAFF,\textsuperscript{72} OPLS (Optimized Potential for Liquid Simulations),\textsuperscript{95} and CGenFF (CHARMM General Force Field).\textsuperscript{96}

The total RMSD from DFT dipole moments decreases going from the fixed point charge model to polarizable charges by more than 50\% (Table 11). The scattering of the residuals indicates that the error is random for the polarizable charges, while it is systematic for the fixed point charge (Fig. 6).

The results show that the polarizable point charge is as accurate as the polarizable smeared charges in predicting the dipole moments of the dimers at the equilibrium geometry. For the water clusters, the RMSD was found to be 0.07 and 0.04 (Debye) for the PC and PPC models respectively. In contrast, for popular fixed-charge models such as TIP3P\textsuperscript{97} or SPC/E,\textsuperscript{98} which have monomer dipoles of the order of 2.3 Debye instead of the experimental 1.85 Debye, a dimer dipole moment of 3.8 (Debye) is found for the water dimer,\textsuperscript{4,84} which deviates significantly from 2.4 to 2.7 (Debye) measured experimentally.\textsuperscript{99} Fig. 7 shows the total dipole moment of a water dimer at different separations along the hydrogen bond-breaking coordinates. Both PC and PPC fail to reproduce the dipole moment at short distances, while PGC and PSC are in good agreement with the B3LYP/aug-cc-pVTZ level of theory. The RMSD averaged over 191 conformations of the water dimer is 0.40 for PC, 0.24 for PPC, and \(~0.04\) (Debye) for both PGC and PSC. However, further evaluations of other properties of water clusters, e.g. the vibrational spectra\textsuperscript{100} and exchange repulsion\textsuperscript{101} would be needed to scrutinize the effect of the water atomic charge distributions more rigorously.

The performance of the Alexandria charge models was also compared for different non-covalent interactions stabilizing homo- and hetero-dimer of organic compounds (Table 12). Consistently, the polarizable charges displayed a better performance than the PC. The results also exhibit that the
RMSD value obtained for the halogen bond and halogen-π interactions are higher than the other types of interactions for all the charge models compared in Table 12.

Table 11: Root-mean square deviation for Alexandria charge models from QM dipole vector $\mu$ components (Debye) at the B3LYP/aug-cc-pVTZ level of theory.

<table>
<thead>
<tr>
<th>Model</th>
<th>S66</th>
<th>X40</th>
<th>SHBC</th>
<th>Water</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC</td>
<td>0.21</td>
<td>0.29</td>
<td>0.18</td>
<td>0.07</td>
<td>0.20</td>
</tr>
<tr>
<td>PPC</td>
<td>0.05</td>
<td>0.17</td>
<td>0.12</td>
<td>0.04</td>
<td>0.08</td>
</tr>
<tr>
<td>PGC</td>
<td>0.06</td>
<td>0.17</td>
<td>0.11</td>
<td>0.05</td>
<td>0.09</td>
</tr>
<tr>
<td>PSC</td>
<td>0.06</td>
<td>0.16</td>
<td>0.11</td>
<td>0.06</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Table 12: Root-mean square deviation for Alexandria charge models from QM dipole vector $\mu$ components (Debye) at the B3LYP/aug-cc-pVTZ level of theory for specific interactions. N is the number of dimers.

<table>
<thead>
<tr>
<th>Interaction</th>
<th>N</th>
<th>PC</th>
<th>PPC</th>
<th>PGC</th>
<th>PSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>π - π</td>
<td>6</td>
<td>0.10</td>
<td>0.01</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>Halogen-π</td>
<td>4</td>
<td>0.41</td>
<td>0.24</td>
<td>0.25</td>
<td>0.23</td>
</tr>
<tr>
<td>OH-π</td>
<td>4</td>
<td>0.16</td>
<td>0.12</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>Halogen bond</td>
<td>20</td>
<td>0.23</td>
<td>0.29</td>
<td>0.20</td>
<td>0.23</td>
</tr>
<tr>
<td>Hydrogen bond</td>
<td>10</td>
<td>0.49</td>
<td>0.12</td>
<td>0.12</td>
<td>0.11</td>
</tr>
<tr>
<td>Dispersion</td>
<td>4</td>
<td>0.15</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td>Induction</td>
<td>4</td>
<td>0.06</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>T-Shaped Aromatic Dimers</td>
<td>4</td>
<td>0.26</td>
<td>0.05</td>
<td>0.01</td>
<td>0.03</td>
</tr>
</tbody>
</table>
Figure 6: Residual plot of the components of the dipole vector obtained for homo- and heterodimers and water clusters using Alexandria charge models.

Figure 7: Total dipole moment (Debye) for water dimer.
Electrostatic Interaction Energy of Water Dimer

Fig. 8 plots the electrostatic component of the interaction energy ($E_{\text{elec}}$) for the water dimer along the hydrogen bond-breaking coordinate using SAPT2+/aug-cc-pVTZ and the Alexandria charge models. The O···H distance is varied from 0.12 to 0.5 nm. Our quantum calculations find $E_{\text{elec}}$ to be -33.11 kJ/mol at the equilibrium distance (0.196 nm) in the aug-cc-pVTZ basis, which is consistent with -30.25, -34.01 and -35.18 (kJ/mol) reported in other studies at different high levels of theory.\textsuperscript{12,102,103} The variation between these values somehow reflects the uncertainty in quantum chemistry methods in computing intermolecular interaction energies due to different levels of theory. We find $E_{\text{elec}}$ to be -17.93 for PC, -25.06 for PPC, -31.65 for PGC, and -32.58 (kJ/mol) for PSC at the equilibrium geometry. The RMSD averaged over 191 conformations of the water dimer is 24.62 for PC, 18.15 for PPC, 1.93 for PGC, and 1.60 (kJ/mol) for PSC. This shows that the deviation from the SAPT2+ electrostatic interaction energy systematically decreases with increasingly realistic charge models, in agreement with previous studies.\textsuperscript{12,94}

Figure 8: Electrostatic interaction energy (kJ/mol) for water dimer.
DISCUSSION

The importance of using polarization and damped (smeared) Coulomb interactions in molecular mechanics force fields has been pointed out in a number of previous studies. However, modeling of molecular polarizability requires a description of the atomic polarizability, which cannot be determined experimentally. Using smeared charge models such as Gaussian and Slater s-type atomic orbitals also require determining the exponents of the orbitals. As a result, atomic polarizabilities and orbital exponents expand the parameter space of empirical force fields somewhat, by two parameters per atom. In order for force fields to be transferable it is therefore important to validate that these parameters can be determined by the atom type alone, which is what we attempt in this paper. It is possible that the introduction of more accurate physics in the molecular models will reduce the need for having so many atom types as if common in most force fields, but this remains to be determined.

The most widely used Drude polarizable force field is likely polarizable CHARMM. It treats atomic partial charges as point charges. The sign of the charge is chosen to be positive on the core—representing the nucleus—and negative on the Drude—representing the electron cloud—to be intuitively consistent. In order to reduce the number of shell particles and to avoid the polarization catastrophe, polarizable CHARMM assigns polarizability only to non-hydrogen atoms and damps the electrostatic 1-2 and 1-3 pair interactions. To compensate for this, polarizabilities are scaled down by 15%, but in addition anisotropic polarizabilities are used for oxygen atoms in e.g. carbonyl groups, as introduced for water early on. It has been shown though, that assigning polarizability to hydrogens improves the description of the water polarization and allows to use the full molecular polarizability rather than scaling it down. Moreover, the atomic polarizability of 0.432 and 0.384 Å³ obtained in this study for polar and non polar hydrogens, respectively, suggest that hydrogens contribute significantly to the molecular polarizability. The AMOEBA force field assigns a polarizability of 0.496 Å³ to hydrogens which is similar to our values. Drude polarizable Gaussian charges have been developed for specific organic molecules such as carbon dioxide and water. In these models, some shells have a positive charge and some others have
a negative charge and all the cores are neutral, which is counter-intuitive. Rappé and Goddard applied the fluctuating charge method to describe polarizability of Slater charge densities.\textsuperscript{15} The major problem with the fluctuating charge method is that it does not describe the out-of-plane polarization.\textsuperscript{1} To circumvent this shortcoming, Donchev \textit{et al.} parametrized a Drude model with Slater charges on a small set of monomers and dimers.\textsuperscript{94} Other Slater charge models are, to our knowledge, non-polarizable.\textsuperscript{2,12,17,19,29} Therefore, the main goal in this paper was to build a Drude model with $s$-type Gaussian and Slater density functions. We attempted to provide a general and robust platform to determine the values of atomic polarizabilities and to optimize the exponent of $1s$-Gaussian and $ns$-Slater ($n = 1, 2, 3$) orbitals for H, C, N, O, P, S and halogens (F, Cl, Br, I) to be transferable among organic molecules.

Analysis of the polarizabilities, dipoles, and quadrupoles obtained for the large number of molecules used in this study strongly suggests that the atomic polarizabilities and the exponents of the spherical Gaussian and Slater density functions are transferable among the molecules used and are likely to be transferable beyond the Alexandria library. We found that both the additive (Eqn. 11) and the non-additive (Eqn. 14) approaches to calculating the molecular isotropic polarizability yielded results in agreement with the reference data for the molecules used. This conclusion, however, is not entirely general because the non-additive effects of conjugated chains with multiple double bonds was not addressed in this work, mainly due to systematic errors in the applied density functional theory method.\textsuperscript{55} A recently developed approach to decompose the linear response properties into additive and cooperative contributions can be used to quantify the non-additive effects in the polarizability of conjugated chains.\textsuperscript{106}

Evaluation of the charge models on dimers and complexes showcases the poor performance of the point charge model in predicting the dipole vector of the homo- and hetero-dimer of organic molecules. The explicit inclusion of the charge polarization decreased the RMSD from the B3LYP/aug-cc-pVTZ calculations by $\sim 50\%$ (Table 11). A similar improvement can be anticipated for simulating the liquid phase, however, the error may accumulate and/or cancel across multiple interacting dimers in the liquid phase. Polarizable charges significantly decreased the deviation
from the components of the dipole vector calculated at the B3LYP/aug-cc-pVTZ level of theory for dimers stabilized by hydrogen bonding and $\pi - \pi$ stacking, which are the main non-covalent interactions stabilizing secondary and tertiary structures of nucleic acids. However, in the case of halogen bonding, the RMSD is relatively high even though the RMSD obtained for the polarizable charges was much smaller than the fixed point charge (Table 12). Halogen bonding is important in molecular recognition, because about half of the drugs or drug-like compounds contain fluorine and chlorine.\textsuperscript{107,108} Therefore, the presented polarizable models need to be improved further to describe the “$\sigma$ hole” in halogen bonds. One possible solution is to go beyond atomic centers through off-center virtual sites.\textsuperscript{104} Among the widely used force fields, OPLS was first to explicitly treat the “$\sigma$ hole” in halogen bonds by defining a massless virtual site (X-site) carrying a positive charge on Cl, Br, and I.\textsuperscript{109} Similar extensions were introduced into the CHARMM Generalized Force Field\textsuperscript{110} and the Polarizable CHARMM force field.\textsuperscript{85}

We found that the polarizable point charge is as accurate as the polarizable Gaussian and Slater charges for reproducing the dipole vector and the diagonal elements of the polarizability- and quadrupole tensors of the isolated molecules in the gas phase. This is consistent with the fact that the interactions at short intramolecular distances are excluded in our force field calculations to attenuate the quantum mechanical effect. In order to study the charge penetration effect at short distances, the electrostatic interaction energy and the total dipole moment were calculated for 191 conformations of a water dimer at separation distances from 0.12 to 0.5 nm. Consistent with previous studies,\textsuperscript{12,17} we find that the polarizable point charge fails to describe both the dipole moment (Fig. 7) and the electrostatic energy (Fig. 8) at very short distances. The results also showed that, although all the polarizable charges accurately predicted the dipole moment of the water dimer at equilibrium geometry, the PPC model deviated from the reference electrostatic energy of the equilibrium geometry by as much as 8.05 (kJ/mol), while the deviation was 1.46 (kJ/mol) for PGC and 0.53 (kJ/mol) for PSC. This suggests that the charge penetration effect is needed in addition to the charge polarization to yield accurate electrostatic energies even at the equilibrium distance.
In summary, the atomic polarizabilities and the exponents of the \( s \)-type Gaussian and Slater density functions presented in this work reproduce electrostatic properties for molecules of the Alexandria library and are likely transferable to other compounds with similar chemistries. Although, the Alexandria polarizable point charge is accurate enough to be used for prediction of the isotropic polarizability and dipole moments of organic molecules in the gas phase, this work strongly suggests that the atomic partial charges in molecular dynamics simulations should be treated as smeared charges to produce accurate electrostatic energies, particularly when simulating the condensed phase.
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